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Abstract: In this note we present optimal designs for the estimation of the individual response (“prediction”) for the participates in a study within the framework of hierarchical linear mixed models. These optimal designs may differ substantially from those propagated in the literature so far.
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1 Introduction

Random coefficient regression models attract an increasing popularity in many fields of applications starting from animal breeding over population pharmacokinetics to the development of individualized medicine. In random coefficient regression models interest may be either in a “typical” response described by some averaged characteristics of the population (estimation of the population parameters) or in the individual responses of the subjects involved in the study themselves (estimation of the individual parameters, “prediction”). The statistical analysis of such models has become tractable during the last years by the now available computer facilities, which pushes this field forward. However, less has been done in optimal design for such experiments. In the present note we want to develop optimal designs for the estimation of the individual response.

In their seminal paper Gladitz and Pilz (1982) established that Bayesian optimal designs are optimal for the estimation of individual responses, when the prior covariance is set equal to the covariance of the individual parameters, in the case of known population parameters, i.e. in the case of the knowledge of the “typical” response. Subsequently this last condition of known population parameters has been often overlooked, which resulted in some kind of “folklore” in the design community that all design problems have been solved related to linear mixed models. Some years later Fedorov and Hackl (1997) (section 5.2) considered design criteria for either the estimation of the population parameters or the estimation (prediction) of the individual responses under various assumptions on the knowledge of parts of the parameters. For the situation of prediction, when the population parameters are unknown, they claim that the optimal design in the corresponding model without random effects retains its optimality for the estimation of the individual parameters. This statement seems to be motivated by a conditional approach, in which the individual response is estimated by the observations of the corresponding individual only, neglecting the fact that the individual effects are assumed to be random and stem from a common population. As often the truth lies somewhere in between: As will be developed in this note the correct characterization of the mean squared error for the prediction of the individual response results in a compound criterion, which is a weighted average of the fully Bayesian criterion and the criterion related to the model without random effects.

The present paper is organized as follows: In the second section we specify the model, introduce the predictor for the individual random parameters and develop the corresponding mean squared error matrix. The third section provides some theoretical results for the determination of
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designs, which are optimal for prediction. In section 4 we illustrate these results by the example of simple straight line regression and conclude with some discussion in section 5.

2 Model Specification and Prediction

In random coefficient regression the observations are assumed to come from a hierarchical model. On the individual level the \( j \)th observation \( Y_{ij} \) of individual \( i \) is given by

\[
Y_{ij} = f(x_{ij})^\top \beta_i + \varepsilon_{ij}
\]

for \( j = 1, \ldots, m_i \) and \( i = 1, \ldots, n \), where \( m_i \) is the number of observations at individual \( i \), \( n \) is the number of individuals, \( f = (f_1, \ldots, f_p)^\top \) is a set of known regression functions, and the experimental settings \( x_{ij} \) may come from the experimental region \( \mathcal{X} \). The observational errors \( \varepsilon_{ij} \) are assumed to be homoscedastic and uncorrelated with mean 0 and common variance \( \sigma^2 > 0 \).

On the population level the individual parameters \( \beta_i = (\beta_{i1}, \ldots, \beta_{ip})^\top \) are assumed to come from common distribution with unknown population mean \( \mathbb{E}(\beta_i) = \beta = (\beta_1, \ldots, \beta_p)^\top \) and a \( p \times p \) population covariance matrix \( \text{Cov}(\beta_i) = \sigma^2 D \). Moreover, all individual parameters \( \beta_i \) and all observational errors \( \varepsilon_{ij} \) are assumed to be uncorrelated.

To simplify the notations we will only consider random coefficient regression models throughout this note, in which all individuals get the same experimental treatments, i.e. all individuals \( i \) have the same number \( m_i = m \) of observations at the same experimental settings \( x_{ij} = x_j \).

To make use of the theoretical results available for the estimation of individual parameters (prediction) we will identify the above specified model as a special case of the general mixed model

\[
Y = X \beta + Z \gamma + \varepsilon
\]

with a particular nice structure of the fixed effects and random effects design matrices \( X \) and \( Z \), respectively. Here \( \beta \) designates again the fixed effect (population parameter), and \( \gamma \) are the random effects. These random effects and the observational errors \( \varepsilon \) have zero mean and are all uncorrelated with corresponding full rank covariance matrices \( \text{Cov}(\gamma) = G \) and \( \text{Cov}(\varepsilon) = R \), respectively.

Under the assumption of Gaussian normal distributions Henderson et al. (1959) established that the mixed model equations produce the Best Linear Unbiased Estimator \( \hat{\beta} \) and the Best Linear Unbiased Predictor \( \hat{\gamma} \) for \( \beta \) and \( \gamma \) by

\[
\begin{pmatrix}
\hat{\beta} \\
\hat{\gamma}
\end{pmatrix}
= \left(
\begin{pmatrix}
X^\top R^{-1}X & X^\top R^{-1}Z \\
Z^\top R^{-1}X & Z^\top R^{-1}Z + G^{-1}
\end{pmatrix}
\right)^{-1}
\begin{pmatrix}
X^\top R^{-1}Y \\
Z^\top R^{-1}Y
\end{pmatrix},
\]

(3)

if the fixed effects design matrix \( X \) has full column rank. According to Christensen (2002) the distributional assumptions can be relaxed to the moment conditions stated above.

Denote by

\[
C = \begin{pmatrix}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{pmatrix} = \text{Cov}
\begin{pmatrix}
\hat{\beta} \\
\hat{\gamma} - \gamma
\end{pmatrix}
\]

(4)

the joint mean squared error matrix for both \( \hat{\beta} \) and \( \hat{\gamma} \), which is partitioned according to these components. Then Henderson (1975) has shown that

\[
C = \begin{pmatrix}
X^\top R^{-1}X & X^\top R^{-1}Z \\
Z^\top R^{-1}X & Z^\top R^{-1}Z + G^{-1}
\end{pmatrix}^{-1}.
\]

(5)

We now adapt our model (1) to the more general model (2). First we introduce the centered random effects \( b_i := \beta_i - \beta \). Then a single observation in model (1) can be written as

\[
Y_{ij} = f(x_j)^\top \beta + f(x_j)^\top b_i + \varepsilon_{ij},
\]

(6)
where the random effects are separated from the population mean. This results in the vector notation

\[ Y_i = F\beta + Fb_i + \varepsilon_i, \]

for all observations \( Y_i = (Y_{i1}, ..., Y_{im})^\top \) of individual \( i \), where \( \varepsilon_i = (\varepsilon_{i1}, ..., \varepsilon_{im})^\top \) denotes the corresponding error vector and \( F = (f(x_1), ..., f(x_m))^\top \) is the individual design matrix, which coincides for all individuals under the assumptions made.

Finally, the complete observation vector \( Y = (Y_1^\top, ..., Y_n^\top)^\top \) for all individuals has the form

\[ Y = (1_n \otimes F)\beta + (1_n \otimes F)b + \varepsilon, \]

where \( \varepsilon = (\varepsilon_1^\top, ..., \varepsilon_n^\top)^\top \) is the vector of all observational errors and \( b = (b_1^\top, ..., b_n^\top)^\top \) is the common vector of random effects. Here \( 1_n \) is the \( n \times n \) identity matrix, \( 1_n = (1, ..., 1)^\top \) is a \( n \)-dimensional vector with all entries equal to 1, and “\( \otimes \)” denotes the Kronecker product. Hence, model (8) attains the form of the general model (2). However, the covariance matrix \( \text{Cov}(b) = \sigma^2 I_n \otimes \text{D} \) may fail to be of full rank, if the population covariance matrix \( \text{D} \) is singular, which is the case for example for models with random intercepts (random block effects).

Therefore we have to rewrite the model (8) by reducing the dimensionality of the random effects such that the corresponding covariance matrix becomes regular: Let \( q \) be the rank of the matrix \( \text{D} \). Then there exists a \( p \times q \) matrix \( H \) with \( \text{D} = HH^\top \) and \( \text{rank}(H) = q \) such that \( H^\top H \) is regular. Then we introduce the random variables

\[ c_i := (H^\top H)^{-1}H^\top b_i, \]

which satisfy \( \text{E}(c_i) = 0 \), \( \text{Cov}(c_i) = \sigma^2 I_q \), and \( b_i = Hc_i \) almost surely. The model equation (7) can then be written as

\[ Y_i = F\beta + FHc_i + \varepsilon_i, \]

and consequently

\[ Y = (1_n \otimes F)\beta + (1_n \otimes (FH))c + \varepsilon, \]

where \( c = (c_1^\top, ..., c_n^\top)^\top \). Now with \( X = 1_n \otimes F \), \( Z = 1_n \otimes (FH) \) and \( \gamma = c \) our model (11) has the form of the general model (2) with regular covariance matrices \( \text{R} = \sigma^2 I_{nm} \) and \( \text{G} = \sigma^2 I_{nq} \).

In this model the blocks of the mean squared error matrix \( C \) can be readily calculated as

\[ C_{11} = \text{Cov}(\hat{\beta}) = \frac{\sigma^2}{n} \left( (F^\top F)^{-1} + HH^\top \right), \]

\[ C_{22} = \text{Cov}(\hat{c} - c) = \sigma^2 \left( \frac{1}{n}1_n^\top \otimes I_q + (I_n - \frac{1}{n}1_n^\top) \otimes (H^\top F^\top FH + I_q)^{-1} \right), \]

\[ C_{12} = \text{Cov}(\hat{\beta}, \hat{c} - c) = -\frac{\sigma^2}{n} 1_n^\top \otimes H. \]

Note that in the present case of identical design matrices \( F \) for all individuals the estimator \( \hat{\beta} \) for the population parameter \( \beta \) can be calculated as the ordinary least squares estimator \( \hat{\beta} = (F^\top F)^{-1} F^\top \bar{Y} \), where \( \bar{Y} = \frac{1}{n} \sum_{i=1}^n Y_i \) is the averaged response across the individuals. The estimator \( \hat{\beta} \) for the population parameter \( \beta \) can also be rewritten as the average \( \hat{\beta} = \frac{1}{n} \sum_{i=1}^n \hat{\beta}_{i,\text{ind}} \) of the individualized estimates \( \hat{\beta}_{i,\text{ind}} = (F^\top F)^{-1} F^\top Y_i \) of the individual parameters \( \beta_i \) based on the observations \( Y_i \) of subject \( i \) only (see Entholzner et al. (2005)).

Also the predictor \( \hat{\beta}_i = \hat{\beta} + b_i = \hat{\beta} + H\hat{c}_i \) for the individual parameter \( \beta_i \) simplifies in this situation.

**Theorem 1.** In the case of identical design matrices \( F \) for all individuals the predictor

\[ \hat{\beta}_i = D((F^\top F)^{-1} + D)^{-1}\hat{\beta}_{i,\text{ind}} + (F^\top F)^{-1}((F^\top F)^{-1} + D)^{-1}\hat{\beta}, \]

for all observations \( Y_i = (Y_{i1}, ..., Y_{im})^\top \) of individual \( i \), where \( \hat{\beta} = (\hat{\beta}_1, ..., \hat{\beta}_n)^\top \) denotes the corresponding error vector and \( F = (f(x_1), ..., f(x_m))^\top \) is the individual design matrix, which coincides for all individuals under the assumptions made.
is a weighted average of the individualized estimate $\hat{\beta}_{\text{ind}}$ based on the observations of subject $i$ only and the estimator $\hat{\beta}$ for the population parameter.

Consequently the corresponding covariance matrix of

$$
\begin{pmatrix}
\hat{\beta}_1 - \beta_1 \\
\vdots \\
\hat{\beta}_n - \beta_n
\end{pmatrix}
= (I_n \otimes I_p | I_n \otimes H) \left( \begin{array}{c} \hat{\beta} \\ \hat{c} - c \end{array} \right),
$$

(16)
is independent of the choice of $H$.

**Theorem 2.**

$$
\text{Cov} \left( \begin{array}{c}
\hat{\beta}_1 - \beta_1 \\
\vdots \\
\hat{\beta}_n - \beta_n
\end{array} \right)
= \sigma^2 \left( \begin{array}{c}
I_n - \frac{1}{n} 1_n 1_n^\top \\
\vdots \\
I_n - \frac{1}{n} 1_n 1_n^\top
\end{array} \right) \otimes \left( D - D((F^\top F)^{-1} + D)^{-1}D \right) + \frac{1}{n} 1_n 1_n^\top \otimes (F^\top F)^{-1}.
$$

(17)

3 Optimal Design

The performance of the prediction may be measured in terms of the mean squared error matrix derived in Theorem 2 and Corollary 1 and its quality depends on the design of the experiment, i.e. on the choice of the experimental settings $x_1, ..., x_m$ for each individual. These experimental settings need not be distinct. As the performance does not depend on the order of the observations within the individuals, we may rewrite the mean squared error matrix of the predictor in terms of distinct settings $x_1, ..., x_k$, say, and their respective numbers $m_1, ..., m_k$ of replications ($\sum_{j=1}^k m_j = m$). The standardized individual design $\xi = \left( \begin{array}{c} x_1, ..., x_k \\ w_1, ..., w_k \end{array} \right)$ is then introduced, where $x_j$ are the distinct settings and $w_j = \frac{m_j}{m}$ the corresponding relative frequencies of replications, respectively, satisfying $\sum_{j=1}^k w_j = 1$. For such a standardized design $\xi$ we denote by

$$
M(\xi) := \sum_{j=1}^k w_j f(x_j) f(x_j)^\top = \frac{1}{m} F^\top F
$$

(19)

the standardized information matrix in the model without random effects. Further let $\Delta = mD$ be a standardized version of the dispersion matrix for the random effects.
In the present paper we will lay emphasis on the Integrated Mean Squared Error (“IMSE”) criterion
\[
\text{IMSE}_{\text{pred}}(\xi) := \int \mathbb{E} \left[ \sum_{i=1}^{n} (\hat{\mu}_i(x) - \mu_i(x))^2 \right] \nu(dx) = \sum_{i=1}^{n} \int \text{Cov}_\xi (\hat{\mu}_i(x) - \mu_i(x)) \nu(dx) \tag{20}
\]
for prediction, which measures the average distance of the predicted individual response \(\hat{\mu}_i(x) = f(x) \beta_i\) from the true individual response \(\mu_i(x) = f(x) \beta_i\). \(\mathbb{E}\) and Cov\(\xi\) denote the expectation and the covariance matrix, when the design \(\xi\) is used and \(\nu\) is a weight distribution on the design region \(X\), which is typically uniform on \(X\) with \(\nu(X) = 1\).

After some rearrangements it can be seen that the IMSE-criterion for prediction is linear, and by Theorem 2 it follows that
\[
\text{IMSE}_{\text{pred}}(\xi) = \frac{\sigma^2}{m} \text{tr} \left( (\mathbf{M}(\xi)^{-1} + (n-1)(\mathbf{\Delta} - \mathbf{\Delta}(\mathbf{M}(\xi)^{-1} + \mathbf{\Delta})^{-1} \mathbf{M}(\xi)^{-1} f(x) + f(x)^\top \mathbf{M}(\xi)^{-1} \mathbf{V} \mathbf{M}(\xi)^{-1} f(x) \right) \tag{21}
\]

\[
\leq (n-1) \text{tr} \left( \mathbf{\Delta}(\mathbf{M}(\xi)^{-1} + \mathbf{\Delta})^{-1} \mathbf{M}(\xi)^{-1} \mathbf{V} \right) + \text{tr} \left( \mathbf{M}(\xi)^{-1} \mathbf{V} \right) \tag{23}
\]
for all \(x \in X\). Moreover, for any support point \(x_j\) of \(\xi^*\) with positive weight \((w_j = \xi^*(x_j) > 0)\) equality holds in (23).

For regular dispersion matrices \(\mathbf{D}\) condition (23) of Theorem 3 simplifies.

**Theorem 3.** The approximate design \(\xi^*\) is IMSE-optimal for prediction, if and only if
\[
(n-1) f(x)^\top \mathbf{M}(\xi^*)^{-1} \mathbf{V} \mathbf{M}(\xi^*)^{-1} f(x) + f(x)^\top \mathbf{M}(\xi^*)^{-1} \mathbf{V} \mathbf{M}(\xi^*)^{-1} f(x) \leq (n-1) \text{tr} \left( \mathbf{\Delta}(\mathbf{M}(\xi^*)^{-1} + \mathbf{\Delta})^{-1} \mathbf{M}(\xi^*)^{-1} \mathbf{V} \right) + \text{tr} \left( \mathbf{M}(\xi^*)^{-1} \mathbf{V} \right) \tag{23}\]

for all \(x \in X\). Moreover, for any support point \(x_j\) of \(\xi^*\) with positive weight \((w_j = \xi^*(x_j) > 0)\) equality holds in (23).

**Corollary 2.** If \(\mathbf{D}\) is regular, the approximate design \(\xi^*\) is IMSE-optimal for prediction if and only if
\[
(n-1) f(x)^\top \left( (n-1)(\mathbf{M}(\xi^*) + \mathbf{\Delta})^{-1} \mathbf{V} \mathbf{M}(\xi^*) + \mathbf{\Delta}^{-1} \mathbf{V} \mathbf{M}(\xi^*)^{-1} + \mathbf{M}(\xi^*)^{-1} \mathbf{V} \mathbf{M}(\xi^*)^{-1} \right) f(x) \leq \text{tr} \left( (n-1)(\mathbf{M}(\xi^*) + \mathbf{\Delta})^{-1} \mathbf{M}(\xi^*)(\mathbf{M}(\xi^*) + \mathbf{\Delta})^{-1} + \mathbf{M}(\xi^*)^{-1} \right) \mathbf{V} \tag{24}\]
for all \(x \in X\). Moreover, for any support point \(x_j\) of \(\xi^*\) with positive weight \((w_j = \xi^*(x_j) > 0)\) equality holds in (24).
Remark 1. Consider the special case of random intercepts (random block effects). There 
an explicit individual specific constant term is included, \( f_1(x) \equiv 1 \), say. The dispersion matrix 
\( D = d_1 e_1 e_1^\top \) has rank one, where \( e_1^\top = (1, 0, ..., 0) \) is the first unit vector of length \( p \). In this 
situation the IMSE-criterion 
\[
\text{IMSE}_{\text{pred}}(\xi) = \sigma^2 \left( \frac{1}{m} \tr (M(\xi)^{-1}V) + \frac{(n-1)d_1}{1 + md_1} \nu(\mathcal{X}) \right),
\]
depends on the dispersion matrix only through an additive constant. Hence, the IMSE-optimal 
design in the fixed effects model remains IMSE-optimal for prediction in the random intercepts 
model.

4 Example: Straight Line Regression

For illustrative purposes we consider here the model 
\[
Y_{ij} = \beta_1 + \beta_2 x_j + \varepsilon_{ij},
\]  
of a straight line regression on the experimental region \( \mathcal{X} = [0, 1] \). The experimental setting \( x_j \) 
may be considered as a dosage and \( x_j = 0 \) yields an observation at baseline.

In the case of no random effects it is well-known that the IMSE-optimal design assigns half 
of the observations to the baseline and half of the observations to the maximal dose. According 
to Remark 1 this design retains its optimality for prediction in the case of random intercepts 
\( \beta_{i1} \). However, this does not remain true, if we allow for random slopes \( \beta_{i2} \). To keep calculations 
simple we assume that only the slope is random, i.e. \( \beta_{i1} \equiv \beta_1 \) and \( D = d_2 ee_1^\top \). In view of 
the equivalence theorem (Theorem 1) the IMSE-optimal design \( \xi^* \) takes only observations at the 
baseline \( (x = 0) \) and at the highest dose \( (x = 1) \) and has hence the form 
\[
\xi^* = \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]
where only the optimal weight \( w^* \) at \( x = 1 \) has to be determined.

For numerical calculations we assume a sample size of \( n = 100 \) individuals and an individu-
individual sample size of \( m = 10 \) observations per subject. For these numbers the optimal 
weight \( w^* \) is depicted in Figure 4 in dependence on the “intra-class correlation” \( \rho = d_2/(1 + d_2) \) 
at \( x = 1 \). Here and in the following figure \( \rho \) is chosen instead of \( d_2 \) on the horizontal axis to 
cover the whole range of variances \( d_2 \) in a finite interval \( (0 \leq \rho \leq 1) \). The optimal weight \( w^* \) 
increases in \( d_2 \) from \( w^* = 0.50 \) for \( d_2 = 0 \) (\( \rho = 0 \), no random effects) to \( w^* \approx 0.91 \) for \( d_2 \rightarrow \infty \) 
(\( \rho = 1 \)).

To see, what may be gained by using the optimal design for prediction, we have plotted the 
efficiency of the IMSE-optimal design in the fixed effects model, which assigns equal weights 
w = 1/2 to both the baseline \( x = 0 \) and the maximal dose \( x = 1 \), for varying dispersions \( d_2 \) in 
Figure 4. Of course, for \( d_2 = 0 \) (\( \rho = 0 \), no random effects) the efficiency equals 1. The efficiency 
decreases, as the dispersion \( d_2 \) increases, with a limiting value 0.60 for \( d_2 \rightarrow \infty \) (\( \rho = 1 \)).

These pictures do not change much, if we introduce additionally a random intercept with 
small dispersion \( d_1 \), which makes \( D \) regular. The Bayes-optimal design in this situation, which 
iminizes \( \tr ((F^\top F + D^{-1})^{-1}) \), assigns all observations to the maximal dose \( x = 1 \) and does, 
hence, not allow for prediction, as the fixed effects information \( F^\top F \) is singular. Consequently, 
in this situation the efficiency of the Bayes-optimal design equals zero.

5 Discussion and Conclusions

In the present note we develop the mean squared error for the estimation (prediction) of the 
individual responses as a performance characteristic of the design of an experiment. The resulting
objective function is a compromise between the Bayesian and the standard fixed effects objective function proposed so far and accounts for both the information from the observations within an individual as well as the information obtained from the other subjects within the population. In particular, the Bayesian criterion, which in a way neglects the intra-individual information and takes the population information for granted, may lead to useless designs, which do not allow for the estimation of the quantities of interest. As a specific design criterion under investigation we use here the integrated mean squared error for approximating the individual response curves over the whole design region, which is a quite natural choice. For this criterion we derive some characterizations of optimal designs, which may substantially differ from the competing designs obtained by maximizing the corresponding Bayesian or standard criteria. As a by-product we obtain that in the particular case of random intercepts the standard optimal designs retain their optimality. For computational ease we only considered approximate individual designs, which might be criticized, as typically sample sizes within individuals will be small. However these optimal approximate designs may serve well as a benchmark for candidate designs, which themselves can be derived from the optimal approximate designs by intelligent rounding. But this goes beyond the scope of the present paper. Finally we illustrate the dependence of the optimal design on the dispersion parameters as well as the efficiency of the competing designs by a simple example. This gives rise to the problem that the obtained optimal designs are only locally optimal for a specific dispersion. Robustness and sensitivity with respect to the dispersion should be investigated in the future and potentially more robust designs should be developed, which are maximin efficient or optimal with respect to some weighted (“pseudo Bayesian”) criterion. Furthermore, it is to be expected that the qualitative results obtained here will carry over to other design criteria, which will be object of further investigations.
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