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6. Example 2.3: Let X1, Xo,... be independent identically distributed
(i.i.d.) random variables and Sy = 0,5, = X1 + ... + Xp, £ > 1,
k =1,2,..,n. The sequence {Sy, },,>0 is also called a random walk, too.
Show that the random process {Sy}n>0 has stationary and indepen-
dent increments.

7. In Ex 1.8 the two-dimensional Gaussian density was defined as
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Show that it coincides with formula (2.1) of the n-dimensional Gaus-
sian density in case n = 2.

8. Let Np be a homogeneous Poisson process with parameter A > 0.
Calculate the expectation function my(t) = E N(t), the covariance-
function Covy(s,t) and E(N(t) N(s)).

9. Let Ny be a homogeneous Poisson process with parameter A > 0.
Calculate for t; < to
a) P(N(tz) :kZQ’N(tl) :kl),
b)  P(N(t1) = k1| N(t2) = ko).

10.) Let N, t > 0 be a homogeneous Poisson process with intensity A > 0
and 7 the time till the first event. For s < ¢ find P(7 < s|N(t) = 1)!

11.) Suppose that {Ny(t),t > 0} and {Na(t),t > 0} are independent Pois-
son processes with rates A\; and Ag. {N1(¢) + Na(t),t > 0} is a Poisson
process with rate A\; + A2. (Show it!). Prove that the probability that
the first event of the combined process {Ny(t) + Na(t),t > 0} comes
from the first one {N1(t),t > 0} is A1 / (A1 + A2)!



